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	Abstract
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Introduction

The LHC collimation system has several core functions:

1. Efficient cleaning of the beam halo.

2. Concentration of beam losses and activation at collimators.

3. Passive machine protection.

4. Background control in the experimental detectors.

The system has been designed and optimized for halo cleaning. However, its function of passive protection makes the system a part of the overall machine protection system (MPS) for the LHC. In the MPS it must fulfil its protection functions together with the other protection system such that the machine safety is always ensured. Here, we describe the checks that will be performed in order to guarantee that collimators always safely maintain the required passive protection settings or otherwise generate a beam interlock. The beam commissioning of the cleaning functionality is not part of the machine protection functionality and therefore is not described here. Details on beam commissioning of the LHC collimation system can be found in [1,2,3]. Also, commissioning and interlocks on vacuum are not part of this procedure [4].
1. Scope
Areas concerned: LSS1, LSS2, LSS3, LSS5, LSS6, LSS7, LSS8, TI2, TI8.

The following movable and important fixed elements that are part of the 2009 collimation system [5] are discussed:

1. Collimator-like objects (movable collimator jaws inside the LHC vacuum system) for position, gap and temperature interlocking: TCP, TCSG, TCTH, TCTVA, TCTVB, TCLA, TCLP, TCLIA, TCLIB, TCDI.

2. Absorber-like objects (fixed absorbers outside of LHC vacuum system) for temperature interlocking: TCAPA, TCAPB, TCAPC. 

3. The Roman Pots of the TOTEM experiments for position interlocking: XRPH, XRPV.
4. Other collimator-like objects for position, temperature and, where applicable, gap interlocking: TDI, TCDD, TCDQ.
It is noted that the set-up for halo cleaning and optimization of cleaning efficiency is not included here.
2. Purpose

This document 

1. gives a comprehensive list of the components which will be the object of the tests. 

2. describes in detail the procedures which will be applied for these tests and their sequence.
Each test has in front one of the following letters, defining at which interval or at which occasion the described test needs to be repeated (in the column labelled Repetition):

	N
	Not to be repeated

	S
	To be repeated after every Shutdown

	P
	Periodical repetition required, like 1 x per month; details to be defined in text 

	O
	To be repeated when LHC optics is changed

	X
	To be repeated when crossing scheme is changed


This document is meant to be the reference document for the checklist which will be used during the commissioning of the MPS. Results of the tests will be documented in the MTF database.

3. The layout

The collimation system is described in the LHC design report, various publications and documented in the web site of the LHC collimation project (http://www.cern.ch/lhc-collimation-project) [5]. For the 2009/2010 operation, the full Phase I system is available.
4. Link to other equipement
The interfaces listed in this paragraph concern only the ones in relation with the Machine Protection aspect of the collimation system. 

4.1 Beam INTERLOCK SYSTEM
The details of the various collimator input channels into the BIC are given in Appendix 3 (see also [6]). For the injection BIC’s and each LSS BIC (except LSS4) in the LHC we have two separate collimator inputs, which each are constructed by an “AND” over the inputs from up to 19 collimators plus passive absorbers:

· Collimator Position Readout & Survey (BIC channel 8):
-
Interlocks from position/gap sensor readings (LVDT’s) and safe position and gap
   limits versus time;
-
Interlocks from control statuses (from the position readout & survey unit PRS);
-
Interlocks from gap sensor readings (LVDT’s) and safe gap limits versus beam 
 
 energy (a beta-squeeze factor will be included later, once available in the 
   timing signal).
· Collimator Environmental survey (BIC channel 9):
-
Interlocks from temperature sensors.
The beam interlock system must provide the following input to the collimation system:

· Timing signal with MP information (beam energy, machine state, later: squeeze factor).
4.2 Beam Loss Monitoring SYSTEM 
There are several links implemented for operational set-up of LHC collimators. However, in the collimator control system no interlock will be generated due to BLM measurements. This is fully handled through the BLM system and is therefore not part of the machine protection checks for LHC collimation.

The collimation team has provided appropriate maximum allowed proton loss rates for each collimator type [7], as used in the design and confirmed in tests of the collimation system.  This information has been used to calculate the corresponding thresholds for the BLM system [8]. 

4.3 OTher beam diagnostics

The LHC collimator control system will access data from the BPM system, the beam current signals, emittance measurements, etc (partly through the database). None of these will be used to generate hardware interlocks and they are therefore not part of the machine protection checks for the collimation system (we note that this input can be used later for software interlocks).
4.4 alarmS, logging and post-mortem systems

Alarms will be sent if warnings or errors occur in the collimator hardware, if warning or interlock thresholds are reached, or if errors occur in the controls architecture. Presently it is not foreseen to generate additional interlocks associated with these alarms. However, all interlocks generated from the collimator system are associated to alarms that will be reported to the operation crew within the standard LASER system. 

Logging of collimator data will be performed for analysis of halo and beam losses and for set-up and analysis of collimator settings. There is no need for safety-critical fast post-mortem data. Loss measurements are of course critical but post mortem data is provided through the BLM system. Collimator jaws can only move relatively slowly compared to the duration of a beam dump and can easily be analyzed by the standard 1Hz logging. The same argument applies for temperature data.
Non-critical post-mortem data at 100 Hz will anyway be recorded over 10 s for any collimator generating an interlock and can be retrieved if required. The collimation system as a whole does, however, not respond to global post-mortem events.

4.5 Interface to the LHC SOftware Application (LSA)

The operational settings for all collimators will be managed in a standard way within the LSA environment. It is worth noticing that the high level software will manage collimator settings that are expressed in unit of beam size and convert them to real jaw coordinates [9]. 

The middle-level (FESA) and the low-level (PXI) exclusively use interlock values that are expressed as absolute collimator coordinates (the unit applied is mm). This is the case for all tolerance values handled by the system: discrete settings, time-dependent functions for positions and gaps, energy-dependent functions for gaps, upper and lower warning and interlock values, beta-dependent functions for later implementation. 

The conversion between high-level collimator parameters such as beam centre and beam size is done within the LSA collimator application, relying on beam-based calibration. These parameters are critical for the generation of limit functions and therefore will require safe handling (RBAC, MCS sanity checks).

The orchestration of the collimator settings defined for each machine context will be under the responsibility of the LHC sequencer.

5. handling of critical parameters

The collimation system and its parameters play a crucial role for the safe operation of the LHC. They must not only maintain safe collimator positions to provide cleaning and passive protection, they must also ensure that no collimator can move into the high intensity beam, which could induce major damage. 

5.1 Human inputs, possibly infrequently updated

Some basic protection parameters will be defined via human input, after detailed analysis and agreement among all parties involved:

1. Interlock and warning thresholds for jaw temperature. 
2. Interlock and warning thresholds for the jaw positions and gap values (discrete or time functions depending on the machine operational mode).

3. Interlock and warning thresholds for the collimator gaps as a function of beam energy.
The last two parameter sets are fully handled through MCS. However, the temperature thresholds are defined as configuration parameters for the PVSS system that controls the temperature acquisition chain (like for all other LHC temperature measurements handled by the PVSS system).

5.2 Collimator sensor calibration

Automatic or semi-automatic procedures are used to calibrate the position and gap sensors (LVDT’s) on all collimators:

1. Initial calibration values will be obtained without beam during collimator hardware commissioning. The calibration table is stored as a permanent FESA table. 

2. An operational reference copy will be saved in a safe place, still to be decided.

3. If required during operation, the CCC will call in a collimator piquet who might need to redo some collimator sensor calibration. An updated calibration table will afterwards be available in FESA, replacing the previous FESA table.

4. The collimator expert in the CCC will need to retrieve the updated table and compare with the reference table. Based on the differences several actions might be required: redo of sensor calibration, redo of collimator beam-based calibration for all or part of the collimators, saving of new reference calibration table.
The safety of this procedure will be checked during collimation commissioning.

5.3 Collimator beam-based parameters and functions
Manual and/or automatic procedures will be used to calibrate beam size and beam centre at each collimator:

1. Beam-based collimator calibration will be performed with beam during beam commissioning of the LHC. The data will be stored in the settings database as critical parameters but is neither available nor needed at the low level. In order to change this data one needs a collimator expert role and MCS authorization (MCS collimator role). MCS and RBAC control this data against any changes, for example due to data corruption or unauthorized modification.

2. The collimator beam-based parameters are then used to calculate settings, warning and interlock functions for all parts of the operational cycle. These functions are then sent through FESA to the low-level control. 

a. The data is stored in the settings database as critical parameters. For the active cycle, the data resides in the low level unit. 

b. The LHC operator can load pre-defined settings for a new cycle into the low level system. 

c. In order to change the calculated functions one needs a collimator expert role and MCS authorization (MCS collimator role). MCS and RBAC control this data against any changes, for example due to data corruption or unauthorized modification.

3. The energy-dependent gap limits are also calculated with collimator beam-based information but are generated completely independent of beam-based settings. This avoids accidental corruption of the energy-dependent gaps due to human error during collimator setup.

a. The data is stored in the settings database as critical parameters. The data is cycle independent and resides always in the low level unit. 

b. The LHC operator can load pre-defined settings into the low level system, for example after reboot of parts of the collimator control (even if the data should be reloaded automatically at the low level). 

c. In order to change the calculated functions one needs a collimator expert role and MCS authorization (MCS collimator role). MCS and RBAC control this data against any changes, for example due to data corruption or unauthorized modification. An extra role for changing this data can be envisaged.

6. Tests performed during the hardware commissioning
This part describes the tests that are validated during the equipment’s hardware commissioning period and have to be validated also for the machine protection system commissioning. The complete list of hardware commissioning tests is described in [9] and the reports of results have been implemented into MTF.

6.1 Individual Collimator test
Every single collimator will be tested during hardware commissioning.
6.1.1 Conditions required to perform tests

· Installation of collimator.

· Installation of cables.

· Installation of controls racks in tunnel and on surface.

· Collimator orientation and mechanical reference data inserted in the LSA database.

· Remote positioning controls tested at all levels.

· Connection to the BIC checked for each device.

· Timing signals available.

· Distribution of energy and beta squeeze factor signals distributed.

· Electrical power, communication systems up, collimator controls applications up, expert applications, access to collimator.

6.1.2 Conditions during the tests
Even though most of the HWC tests require people in the tunnel and in the electronics racks, the machine protection tests can be run remotely from the control centre after the HWC is completed.
6.1.3 Description of the tests
It is noted that some sanity checks will be included in operational control procedures at the end of each fill, for example a cycle of the collimator up to switch positions. These are not considered to be part of the commissioning of MP functionality. Here, we summarize the commissioning steps required for the MPS functionality of the collimation system:
	
	Rep.
	Action
	Group(s) Responsible

	1
	S
	Calibration of position and gap sensors (LVDT)
	EN/STI

	2
	S
	Verification of BIC connections of position interlocks
	EN/STI

	3
	S
	Verification of BIC connections of temperature interlocks
	EN/ICE

	4
	N
	Verification of collimator orientation
	EN/STI


The BIC connections are listed in Table A1.1. It is clear that various types of collimators, absorbers, movable detectors etc. have different connections to the BIC’s, which will be taken into account for the tests. Details are visible in the BIC table. The results will be recorded per device with details on the tests performed.

6.1.4 Status of the system after tests

The full functionality of the tested collimator will be established at the end of hardware commissioning.

7. System tests during the machine checkout
After the Individual System Tests have been successfully completed, the integral system must be tested from the CERN Control Centre (CCC) to establish machine protection functionality. 
7.1 Conditions required to perform tests

· Successful completion of the individual tests for collimators during HWC.

· Successful completion of the tests mentioned in the previous sections.

· MCS system and RBAC available and fully tested.

· LHC controls system operational (trim, functions, …).

· Logging system available.

· Alarm system available.

· Timing event distribution available.

· Sequencer available.

7.2 Description of the tests
Tests to be performed for each individual collimator are listed in the next table. These tests fully validate the MP functionality of each device.

	
	Rep.
	Action
	Group(s) Responsible

	1
	S
	Verification of position interlocks (discrete) by violating limits
	BE/ABP, BE/OP

	2
	S
	Verification of position interlocks (functions) by violating limits
	BE/ABP, BE/OP

	3
	S
	Verification of energy interlock by violating limits
	BE/ABP, BE/OP

	4
	S
	Verification of temperature interlocks by violating limits
	BE/ABP, BE/OP, EN/ICE

	5
	S
	Verification of interlocks from status faults
	BE/ABP, BE/OP, EN/STI

	6
	S
	Ensure safe system performance during and after power cut
	BE/ABP, BE/OP, EN/STI

	7
	S
	Test safe update of collimator sensor calibration table, using RBAC
	BE/ABP, BE/OP, EN/STI

	8
	S
	Test safe update of time-dependent warning and interlock values, using MCS and RBAC functionality
	BE/ABP, BE/OP

	9
	S
	Test safe update of energy-dependent interlock values, using MCS and RBAC functionality
	BE/ABP, BE/OP


In preparation for the 2008 beam run the tests 1-5 were already completed [11, 12] and detailed operational procedures are available and attached in the appendices A.2 and A.3. 

Tests 7-9 are bound to the availability of RBAC and MCS. They essentially consist in using the implemented collimator control architecture (no special procedures are required).

The test 6 consists in provoking a power cut and analysing the system behaviour during and after the power outage, ensuring that an interlock is generated before collimator jaws reach unsafe positions.

These tests will be performed for each collimator, absorber, movable detector etc. It is clear that the various types have different types of limits, which will be taken into account for the tests. For example, the one-sided devices (like TCDQ, Roman pot) will only require a sub-set of limits. The results will be recorded per device with details on the tests performed.

7.3 Status of the system after the system tests

After these tests the collimation machine protection functionality (defined with collimator gaps, collimator position sensors and MCS data) will be fully established.
8. Tests with beam

The machine protection functionality of the collimation system is affected by changes in orbit, beam energy, optics, aperture and other factors. It must therefore be revalidated during the beam commissioning process. This is described in the following sub-sections. In addition it is clear that it must also be revalidated if any of the relevant machine parameters changes with time (drifts). It is re-iterated that collimator setup and tests for cleaning efficiency are not described in the machine protection context.
8.1 Pilot of 1(1010 p+ at 450 Gev

The following steps must be performed:

1. Check of sensors readings and controls for beam-induced pickup noise.

2. Update of beam-based collimator parameters after beam-based calibration of collimators and taking into account the available machine aperture.

8.2 43 bunches of 4(1010 p+ at 450 Gev

The following steps must be performed:

1. Check of sensors readings and controls for beam-induced pickup noise.

2. Update of beam-based collimator parameters after beam-based calibration of collimators and taking into account the available machine aperture.

3. Study and update of interlock thresholds for jaw temperature.

8.3 156 bunches of 9(1010 p+ at 450 Gev

The following steps must be performed:

1. Check of sensors readings and controls for beam-induced pickup noise.

2. Update of beam-based collimator parameters after beam-based calibration of collimators and taking into account the available machine aperture.

3. Check of interlock thresholds for jaw temperature.

8.4 pilot of 1(1010 p+ at 7 tev

The following steps must be performed:

1. Check of sensors readings and controls for beam-induced pickup noise.

2. Update of beam-based collimator parameters after beam-based calibration of collimators and taking into account the available machine aperture.

3. Update of beam-based collimator parameters for collimator settings during the energy ramp.

8.5 43 bunches of 4(1010 p+ at 7 tev

The following steps must be performed:

1. Check of sensors readings and controls for beam-induced pickup noise.

2. Update of beam-based collimator parameters after beam-based calibration of collimators and taking into account the available machine aperture.

3. Check of interlock thresholds for jaw temperature.

8.6 156 bunches of 9(1010 p+ at 7 tev

The following steps must be performed:

1. Check of sensors readings and controls for beam-induced pickup noise.

2. Update of beam-based collimator parameters after beam-based calibration of collimators and taking into account the available machine aperture.

3. Check of interlock thresholds for jaw temperature.

8.7 936 bunches of 4(1010 p+ at 7 tev

The following steps must be performed:

1. Check of sensors readings and controls for beam-induced pickup noise.

2. Update of beam-based collimator parameters for higher intensity (cleaning) and taking into account the available machine aperture (impossible to perform beam-based calibration of collimators with this intensity).

3. Check of interlock thresholds for jaw temperature.

8.8 936 bunches of 9(1010 p+ at 7 tev

The following steps must be performed:

1. Check of sensors readings and controls for beam-induced pickup noise.

2. Update of beam-based collimator parameters for higher intensity (cleaning) and taking into account the available machine aperture (impossible to perform beam-based calibration of collimators with this intensity).

3. Check of interlock thresholds for jaw temperature.

8.9 Half nominal: 2808 bunches of 5(1010 p+ at 7 tev

The following steps must be performed:

1. Check of sensors readings and controls for beam-induced pickup noise.

2. Update of beam-based collimator parameters for higher intensity (cleaning) and taking into account the available machine aperture (impossible to perform beam-based calibration of collimators with this intensity).

3. Check of interlock thresholds for jaw temperature.

8.10 Nominal: 2808 bunches of 11(1010 p+ at 7 tev

The following steps must be performed:

1. Check of sensors readings and controls for beam-induced pickup noise.

2. Update of beam-based collimator parameters for higher intensity (cleaning) and taking into account the available machine aperture (impossible to perform beam-based calibration of collimators with this intensity).

3. Check of interlock thresholds for jaw temperature.

8.11 Stages depending on optics requiring test

The following steps must be performed for every significant change in optics:

1. Beam-based calibration of all collimators (with special emphasis on TCT) for a few nominal bunches.

2. Check of sensors readings and controls for beam-induced pickup noise.

3. Update of overall collimator settings for system consistency.

4. Check of interlock thresholds for jaw temperature.

8.12 Stages depending on crossing at IP requiring test

The following steps must be performed for every significant change in crossing angle:

1. Beam-based calibration of TCT collimators for a few nominal bunches.

2. Check of sensors readings and controls for beam-induced pickup noise.

3. Possibly update of overall collimator settings is required for system consistency.

4. Check of interlock thresholds for jaw temperature.
8.13 Special collimator machine protection tests
It is noted that the collimation team is not responsible for the correctness of settings for the local injection and dump protection devices and associated validation tests. It is assumed that these are addressed in the relevant procedures, of course in collaboration with us. For collimation purposes we propose one overall protection test after beam-based calibration of all movable devices:
1. A low intensity beam (several nominal bunches) is set up at the beam energy of interest.

2. Beam-based calibration is performed for all movable devices.

3. All movable devices are set to the same normalized setting (for example 6 beam size sigmas), as generated by the top-level collimator control application. One device will act as primary collimator.

4. Each device is moved into the beam in small steps until it starts acting as primary collimator (as indicated by local beam loss monitors).

5. The required movement is recorded for all movable devices. The largest required movement gives the maximum set-up error and uncertainty in device positioning.

6. This can also be performed by using a primary collimator for creating an “edge” in the primary beam halo as reference.

A significant number of additional beam tests are planned for setting up, understanding and characterizing the halo dynamics and the cleaning efficiency in the LHC. These are not machine protection tests and are therefore not detailed in this document.
9. appendix 1: Collimator Bic Connections

The BIC connections for all the collimator in the LHC ring and transfer lines are listed in Tab. A1.1 (see also [x8]). For each beam, the inputs number 8 and 9 are reserved for the collimator interlocks of position and temperature survey, respectively. In point 6, and additional input is dedicated to the connections of the TCDQ devices (not listed in the table).

Table A1.1: BIC connections for all the collimators in the LHC ring and transfer lines.

	Ring location
	Collimator
	B1
	B2
	INJ

	IP1 L
	TCL.5L1.B2
	 
	X
	 

	
	TCLP.4L1.B2
	 
	X
	 

	
	TCTH.4L1.B1
	X
	 
	 

	
	TCTVA.4L1.B1
	X
	 
	 

	IP1 R
	TCTVA.4R1.B2
	 
	X
	 

	
	TCTH.4R1.B2
	 
	X
	 

	
	TCLP.4R1.B1
	X
	 
	 

	
	TCL.5R1.B1
	X
	 
	 

	IP2 L
	TCTH.4L2.B1
	X
	 
	 

	
	TCTVB.4L2
	X
	X
	 

	
	TDI.4L2
	X
	X
	X

	
	TCDD.4L2
	X
	X
	X

	IP2 R
	TCTVB.4R2
	X
	X
	 

	
	TCLIA.4R2
	X
	X
	X

	
	TCTH.4R2.B2
	 
	X
	 

	
	TCLIB.6R2.B1
	X
	 
	X

	IP3 LR
	TCLA.7L3.B2
	 
	X
	 

	
	TCP.6L3.B1
	X
	 
	 

	
	TCSG.5L3.B1
	X
	 
	 

	
	TCLA.6L3.B2
	 
	X
	 

	
	TCSG.B5L3.B2
	 
	X
	 

	
	TCLA.B5L3.B2
	 
	X
	 

	
	TCSG.A5L3.B2
	 
	X
	 

	
	TCLA.A5L3.B2
	 
	X
	 

	
	TCSG.4L3.B2
	 
	X
	 

	
	TCSG.4R3.B1
	X
	 
	 

	
	TCLA.A5R3.B1
	X
	 
	 

	
	TCSG.A5R3.B1
	X
	 
	 

	
	TCLA.B5R3.B1
	X
	 
	 

	
	TCSG.B5R3.B1
	X
	 
	 

	
	TCLA.6R3.B1
	X
	 
	 

	
	TCSG.5R3.B2
	 
	X
	 

	
	TCP.6R3.B2
	 
	X
	 

	
	TCLA.7R3.B1
	X
	 
	 

	IP5 L
	TCL.5L5.B2
	 
	X
	 

	
	TCLP.4L5.B2
	 
	X
	 

	
	TCTH.4L5.B1
	X
	 
	 

	
	TCTVA.4L5.B1
	X
	 
	 

	IP5 R
	TCTVA.4R5.B2
	 
	X
	 

	
	TCTH.4R5.B2
	 
	X
	 

	
	TCLP.4R5.B1
	X
	 
	 

	
	TCL.5R5.B1
	X
	 
	 

	IP6 LR
	TCSG.4L6.B2
	 
	X
	 

	
	TCSG.4R6.B1
	X
	 
	 

	IP8 L
	TCLIB.6L8.B2
	 
	X
	X

	
	TCTH.4L8.B1
	X
	 
	 

	
	TCLIA.4L8
	X
	X
	X

	
	TCTVB.4L8
	X
	X
	 

	IP8 R
	TCTVB.4R8
	X
	X
	 

	
	TCTH.4R8.B2
	 
	X
	 

	
	TDI.4R8
	X
	X
	X

	IP8 R + TI8
	TCDIH.87441
	 
	 
	X

	
	TCDIV.87645
	 
	 
	X

	
	TCDIV.87804
	 
	 
	X

	
	TCDIH.87904
	 
	 
	X

	
	TCDIV.88123
	 
	 
	X

	
	TCDIH.88121
	 
	 
	X

	TI2 Up
	TCDIH.20607
	 
	 
	X

	IP2 L + TI2
	TCDIV.29012
	 
	 
	X

	
	TCDIH.29050
	 
	 
	X

	
	TCDIH.29205
	 
	 
	X

	
	TCDIV.29234
	 
	 
	X

	
	TCDIH.29465
	 
	 
	X

	
	TCDIV.29509
	 
	 
	X

	IP7 LR
	TCLA.A7L7.B2
	 
	X
	 

	
	TCLA.D6L7.B2
	 
	X
	 

	
	TCLA.C6L7.B2
	 
	X
	 

	
	TCP.D6L7.B1
	X
	 
	 

	
	TCP.C6L7.B1
	X
	 
	 

	
	TCP.B6L7.B1
	X
	 
	 

	
	TCLA.B6L7.B2
	 
	X
	 

	
	TCSG.A6L7.B1
	X
	 
	 

	
	TCLA.A6L7.B2
	 
	X
	 

	
	TCSG.6L7.B2
	 
	X
	 

	
	TCSG.E5L7.B2
	 
	X
	 

	
	TCSG.D5L7.B2
	 
	X
	 

	
	TCSG.B5L7.B1
	X
	 
	 

	
	TCSG.A5L7.B1
	X
	 
	 

	
	TCSG.B5L7.B2
	 
	X
	 

	
	TCSG.D4L7.B1
	X
	 
	 

	
	TCSG.A4L7.B2
	 
	X
	 

	
	TCSG.B4L7.B1
	X
	 
	 

	
	TCSG.A4L7.B1
	X
	 
	 

	
	TCSG.A4R7.B1
	X
	 
	 

	
	TCSG.A4R7.B2
	 
	X
	 

	
	TCSG.B4R7.B2
	 
	X
	 

	
	TCSG.D4R7.B2
	 
	X
	 

	
	TCSG.B5R7.B1
	X
	 
	 

	
	TCSG.A5R7.B2
	 
	X
	 

	
	TCSG.B5R7.B2
	 
	X
	 

	
	TCSG.D5R7.B1
	X
	 
	 

	
	TCSG.E5R7.B1
	X
	 
	 

	
	TCSG.6R7.B1
	X
	 
	 

	
	TCLA.A6R7.B1
	X
	 
	 

	
	TCSG.A6R7.B2
	 
	X
	 

	
	TCLA.B6R7.B1
	X
	 
	 

	
	TCP.B6R7.B2
	 
	X
	 

	
	TCP.C6R7.B2
	 
	X
	 

	
	TCP.D6R7.B2
	 
	X
	 

	
	TCLA.C6R7.B1
	X
	 
	 

	
	TCLA.D6R7.B1
	X
	 
	 

	
	TCLA.A7R7.B1
	X
	 
	 


10. Appendix 2: test procedure for individual checks of position and gap interlocks 

The collimator position interlocking is based on the comparison between the measured jaw positions and collimator gap values against user-defined limit thresholds that can be expressed as a constant (discrete) value, as time-dependent functions and energy-dependent functions. If the measured values exceed the interlock thresholds, the collimator survey unit (PRS=Position Readout Survillance) removes the beam permit. Detailed operational procedures are documented in [x9].

Each LHC collimator has 6 LVDT (Linear Variable Differential Transformer) sensors for direct jaw position and gap measurements. Each of them can trigger a beam interlock if the measured readout exceed INNER or OUTER limit values. In total, there are therefore 12 interlocks per collimator that have to be tested in order to validate the machine protection functionality of the PRS unit. In addition, there are energy-dependent limit functions (one OUTER limit for each of the gap LDVT, i.e. two additional interlocks per collimator). An example for one LVDT is given in Fig. A2.1. It is noted that at the same time the warning thresholds are also verified.
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Fig. A2.1: Example of machine protection sequence for one collimator axis. The limits are set around the local position (blue line) and then are violated by requesting a position outside the inner and outer warning (yellow) and interlock (red) limits. Correspondingly, the BIC status must change to false when unsafe collimator positions are reached.

Internally, the low-level controls perform verification of the limits at a frequency of 100 Hz and treat in the same way discrete thresholds and time-dependent thresholds. The machine protection functionality is verified for each collimator by changing discrete values. It is also noted that the validation of the energy-dependent limit functions can be done at constant energy, even if global system test with real or simulated energy ramps are also foreseen.

Hardware commissioning sequences are available to hit all the possible limits (14 in total). The execution of this automatic sequence is triggered from a dedicated command in the top-level collimator application. For each BIC, the commissioning sequences can obviously be run for one collimator at a time to verify the individual behaviour of all the devices.

The validation of the machine protection functionality is achieved if the three following steps are successfully passed:

- Successfully perform the commissioning sequence to hit all 14 limits (with monitoring and verification of the internal collimator status);

- Verify that correspondingly the collimator input in the BIC react as expected;

- Extract from the logging database the relevant data that document the results.

As a prerequisite, the COLL#MOT channel (input 8) of the BIC must be ENABLED and UN-MASKED and should be in a BEAM_PERMIT=TRUE state in order to carry out the test. 

The results of the 2008 system commissioning are available in [x9] together with detailed operational procedures.
11. Appendix 3: Test procedure for individual checks of temperature interlocks

Each movable LHC collimator as well as each passive absorbers has four or five temperature sensors: two per jaw and one for the cooling water (the latter is not mounted on the collimators that are not water cooled). The thresholds for each temperature sensor can be defined individually and each will trigger a beam bump if the measured temperature exceeds pre-defined thresholds. The logical sum of all sensors is used as BIC input according to the connections of Tab. A1.1. Similarly to the case of the position survey, the response of each sensor is verified by violating the interlock thresholds. 

This is achieved by forcing the temperature reading to a value larger than the safe limit, as illustrated in Fig. A3.1. Correspondingly, the status of the corresponding BIC channel is monitored to verify that the beam permit is correctly removed. It is noted that forcing the reading of the sensors is preferred to changing the limits because in this way we can verify at the same time the implementation of alarms that are defined independently of the interlock limits. 

As for the position sensors, the full 2008 system was commissioned [x9].
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Fig. A3.1: Illustrative scheme of a commissioning test for the collimator temperature interlocks.
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